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PREFACE

What This Book is About
and How to Read It

“We're at the beginning of a golden age of Al. Recent advancements
have already led to inventions that previously lived in the realm of science
fiction—and we've only scratched the surface of what's possible.”

Jeff Bezos, Amazon CEO

Few terms have captured our imagination in recent times like “Artificial
Intelligence.” And not just through sensationalized media articles about how
Al will soon displace all jobs and rule the world, but also through movies,
books, and television shows. It now seems that everyone “knows” about Al;
that everyone has an opinion. And yet, in our experience, few people actually
understand what Artificial Intelligence is and isn’t, where the field came from
and where it’s heading, and how the technology can be harnessed to generate
commercial outcomes.

Given the immense amount of disinformation and misunderstanding, we
have written this book to demystify the subject of Al and explain it in simple
language. Most importantly, we have written this book with the business
manager in mind, someone interested in the topic from a real-world, com-
mercial perspective—a perspective of how the technology can create value and
increase competitiveness zoday, rather than what might happen in 25 years’
time or how a superior intelligence might overcome the human race in the
distant future. Such philosophical treatises are thought-provoking (to say the
least) and the subject of many books published each year, but this isn’t one of
them. Instead, 7he Rise of Artificial Intelligence provides a commercial explo-
ration of Al, with particular emphasis on how Al-based systems can improve
decision making in organizations of all shapes and sizes.

As such, this book presents Artificial Intelligence through the lens of
decision making for two reasons: First, because the world has reached a level
of such unprecedented speed, complexity, and noise, that no one can assess
and evaluate all the available data when making decisions; and secondly,
because the decisions we make affect the outcomes we achieve. In other words,
better business decisions lead to better business outcomes. Although Artificial
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Intelligence can be applied to many areas besides decision making—such as
automation and robotics, or image and speech recognition—these subjects
don’t feature heavily in the pages ahead except for Chapter 1, where we provide
an overview of the research areas of Al. Ultimately, revenue and margin growth
comes down to the decisions an organization makes (or doesnt make), and
hence the application of Al to decision making is our primary focus.

To best present the concepts in this book, we've used a problem-to-decision
pyramid to represent the continuum that exists in terms of an organization’s
ability to improve its decision making:

Optimization

Knowledge

Information

\
e A

Each layer of this pyramid represents a step in the journey for improved
decision making: the higher we go, the better our decisions (and the more
value we can create). The structure of 7he Rise of Artificial Intelligence reflects
the structure of this pyramid, with the first two parts of the book investigating
each layer of the pyramid, and the last two parts illustrating the application
of Artificial Intelligence to real-world problems for the purpose of generating
revenue and margin growth.

Chapter 1 begins with a high-level overview of Artificial Intelligence—its
history, areas of research, and current progress and challenges—before intro-
ducing the problem-to-decision pyramid in Chapter 2, which conceptualizes the
journey from defining a problem to making a decision through the use of
data, information, knowledge, prediction, and optimization. Chapter 3 con-
cludes Part 1with an in-depth examination of a complex business problem set
in the fast-moving consumer goods industry, which is used to explain the role
of objectives, business rules and constraints, and the application of Artificial
Intelligence algorithms for improved decision making.
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This complex business problem of promotional planning and pricing is
then used as a running example throughout Part II, which explores the inner
workings of predictive models, optimization methods, and various learning
algorithms. Because data and modeling form the basis of prediction and optimi-
zation, this part of the book opens with a chapter on data and modeling, along
with a discussion of common issues such as data availability, completeness, and
preparation. In Chapters 5 and 6 we review various Al and non-Al methods for
predictive modeling and optimization, whereas in Chapter 7 we present adapt-
ability and learning concepts—which together (i.e. prediction, optimization,
and self-learning) comprise the backbone of any Al-based software system.

As an important aside, Chapters 4 through 7 represent the most technical
material of the entire book, attempting to explain the innermost mechanics of
several Artificial Intelligence algorithms such as neural networks and genetic
programming. Although non-technical readers can easily progress through
Part I to gain a deeper understanding of algorithms and models, readers
without an interest in data, problem modeling, or how Artificial Intelligence
algorithms work, can jump straight to Part III, which presents real-world
applications of Artificial Intelligence.

The application areas in Part III explore the problem-to-decision pyramid
in the context of real-world problems and business objectives, covering both
the lower layers of the pyramid focusing on data and the analytical landscape
of an organization (i.e. information and knowledge), as well as the upper
layers of prediction, optimization, and self-learning, and how they’re enabled
by Artificial Intelligence methods. For ease of reading, we've divided Part I1I
into three chapters, each being dedicated to a specific business function—in
particular, sales, marketing, and supply chain. These case studies are based on an
enterprise software platform called Decision Cloud®, which is a modularized,
cloud-based platform that empowers staff to make better and faster decisions
through the use of Artificial Intelligence.

And finally, Part IV concludes the book with common questions and
concerns that organizations have on the application of Artificial Intelligence,
such as: “Would AI work for me?”and “Where should I start?” These two chapters
provide practical advice for selecting the right business problem, developing a
business case, choosing a technology partner, as well as other topics such as
digitalization and change management.

To improve the reader’s understanding of the content, we've also created
a set of supplementary videos that can be accessed at: www.Complexica.

com/book/RiseofAl/. These videos bring to life the concepts presented in

each chapter—for example, by providing a visual explanation of ant system
algorithms in Chapter 1, the layers of the problem-to-decision pyramid in
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Chapter 2, the workflow of promotional planning and pricing in Chapter 3,
and so on. In these videos we're able to “show” concepts that can only be “told”
within the confines of the printed page.

In terms of how to read this book or watch the videos, the ideal way is to
progress sequentially from Chapter 1 to 12. For the less technically-inclined
reader, however it’s possible to jump around in any sequence that best satisfies
curiosity and interest. For example, the reader might begin with an overview
of Artificial Intelligence in Chapter 1, then progress to the application areas in
Chapters 8, 9, and 10, before returning to Chapters 2 and 3 to better appre-
ciate the problem-to-decision pyramid and the intricacies of solving complex
business problems (after all, why are complex business problem so difficult
to solve?). Alternatively, a reader might start with the application areas in
Chapters 8, 9, and 10, then move back into Part II to better understand how
algorithms and models work, before progressing to Part IV for practical advice
for initiating an Artificial Intelligence project.

However, regardless of the reader’s technical sophistication or their interest
in the implementation aspects of Al-based software, it’s highly recommended
that everyone start with the first two chapters for an introduction into the
world of Artificial Intelligence and an overview of basic concepts and termin-
ology. From this perspective, the sequence of reading the remaining chapters
is of far lesser importance.

Lastly, we'd like to say that the material presented in this book is the result
of 40 years of first-hand Artificial Intelligence research within university
settings, and more than twenty years of implementing Al-based enterprise
software systems in many (often very large') organizations across three con-
tinents. With that in mind, wed like to thank everyone who made this book
possible, with our special appreciation going to many Australian companies
we collaborated with over the years in the application of Artificial Intelligence,
such as PFD Foods, BHP Billiton, BMA, Pernod Ricard Winemakers, Lion
Drinks, Bunzl, DuluxGroup, Rio Tinto, Metcash, Pfizer, Janssen, Haircare
Australia, Fortescue Metals Group, CBH Group, Roy Hill, Glencore, Polyaire,
Treasury Wine Estates, and Costa Group. Within these companies, wed like to
thank Chris Baddock, John Barakat, Renato Bellon, Simon Bennett, Damian
Bourne, Warren Brodie, Michael Brooks, Pierre-Yves Calloc’h, Daryl Chim,

1 Our experiences of implementing enterprise-grade software based on the latest Artificial
Intelligence algorithms and methods are based on many projects with global giants—such
as BHP Billiton, General Motors, Bank of America, Pernod Ricard, Unilever, Air Liquide,
Ford Motor Company, Glencore, Beiersdorf, Rio Tinto, and ChevronTexaco, among many
others—as well as smaller companies that benefited from the research & development and
innovation carried out by these larger organizations.
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Richard Cohen, Jevan Dickinson, Andrew Endicott, Eglantine Etiemble, Scott
Fellingham, Greg Feutrill, Garth Gauvin, Ward Gauvin, Scott Graham, Chris
Green, Kylie Grigg, Richard Hansen, Mark Hayden, Kim Heatherton, Mark
Ivory, James Jones, Mike Lomman, Brett McKinnon, Stuart McNab, Doug
Misener, Luke Mitchell, Stephen Mooney, Aemel Nordin, Mark Powell, Rod
Pritchard, Robin Pyne, Mathew Regan, Darryl Schafferius, Mark Shephard,
Jon Simpson, Kerry Smith, Richard Taylor, Soner Teknikeller, Lance Ward,
John Warda, and Joel Zamek.

We'd also like thank a few individuals who contributed to the content and
ideas in this book, namely, Reza Bonyadi, Lukasz Brocki, Tom Heyworth,
Xiang Li, Lukasz Olech, Ali Shemshadi, Larisa Stamova, Chris Zhu, as well as
members of Complexica’s scientific advisory board who we've worked with over
the years: Reza Bonyadi, Lukasz Brocki, Longbing Cao, Raymond Chiong, Vic
Ciesielski, Carlos Coello, Ernesto Costa, Kalyanmoy Deb, Kenneth De Jong,
A.E. Eiben, Xiaodong Li, Masoud Mohammadian, Pablo Moscato, Frank
Neumann, Zbigniew Ra$, Markus Wagner, Thomas Weise, Adam Wierzbicki,
and Mengjie Zhang,.

And finally, it was a great pleasure to write about a topic that’s been the
central focus of our working lives for so many years, and we hope that readers
enjoy this book as much as we enjoyed writing it. We believe that anyone
in any organization who makes operational, tactical, or strategic decisions—
whether on the factory floor or in the boardroom—will find this book valuable
for understanding the science and technology behind better decisions. Enjoy!

Adelaide, Australia Zbigniew Michalewicz
March 2021 Leonardo Arantes
Matt Michalewicz
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CHAPTER 2

Complex Business Problems

“The whole universe sat there, open to the man
who could make the right decisions.”
Frank Herbert, Dune

Recent years have seen terms like data science, algorithms, machine learning,
and big data solidify their position in our everyday vocabulary, with articles
on Artificial Intelligence becoming commonplace in business and mainstream
publications. With the growing popularity of websites that make recom-
mendations and smartphones that take voice commands, there is a growing
appreciation for how Al-enabled functionality adds value to our day-to-day
lives. Parallel to that, in the enterprise space, there is likewise a growing trend
of embedding Al functionality into Customer Relationship Management
(CRM), Enterprise Resource Planning (ERP), and other corporate systems, so
they can handle more sophisticated workflows and deliver more value. In this
context, it should come as no surprise that organizations of all shapes and sizes
are increasingly asking: Whar is Artificial Intelligence truly capable of ? What is it
best suited for? What could that mean for my organization?

A good place to start in answering such questions lies in our day-to-day
usage of Artificial Intelligence, most likely through mobile apps that recom-
mend books, movies, the best route through traffic, even food we might come
to love, despite having never tried it before. What these applications have in
common is the use of smart algorithms that analyze data and provide us with
recommendations, typically for decisions we make on a regular basis, because
when we make decisions over and over, the algorithms can learn our prefer-
ences and improve the quality of future reccommendations (something that isn’t
quite possible with one-off decisions like: Which university should I attend?)

If we extrapolate the consumer-based use of Artificial Intelligence to large
organizations, which usually compete in dynamic environments and must deal
with the impact of unforeseen events and a multitude of external and internal
forces, we can achieve a similar result: namely, improved decision making
through intelligent recommendations. In the same way that Al-based apps can

improve our decisions for trivial problems (e.g. where to eat, what movie to
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watch), Artificial Intelligence can also be applied to complex business problems
that are difficult to solve through manual methods, and where the consequence
of making the wrong decision is much higher than a bad meal or boring movie.

2.1 Decision Making for Complex Business Problems

To understand why and how Artificial Intelligence can improve business deci-
sions, we first need to look at the decision-making process itself. Although
different organizations follow different processes for making decisions, they’re
usually based on the same fundamental steps:

Identify the problem (Problem)

Gather data on the problem (Data)
Organize and interpret data (Information)
Understand the “why” (Knowledge)

Consider possible solutions, their pros & cons (Evaluation)

AN i

Implement a solution (Decision)

The above represents a problem-to-decision workflow, which is essentially an
analytical workflow at its core. This high-level representation of the decision-
making process works well for conceptual explanations, but might be the cause
of some fundamental misconceptions. An important one, worthy of attention,
is the role of knowledge in the process. Most people are familiar with the
popular saying, “Knowledge is power!” but what most businesses have come
to realize over time is that knowledge by itself won't guarantee the best, or
even right decision, even if a business has more knowledge than anyone else.
A business may “know” a lot about its customers, but management may still
be unsure of what decision to make!

This is because the vast majority of business problems are inherently
complex, and thus, difficult to solve. Hence, the decision-making process
often breaks down somewhere between the Knowledge and Decision steps,
because knowledge in and of itself, isnt quite enough. A closer look at any
real-world business problem, whether in distribution, customer retention, or
fraud, will bear witness to this obvious truth. Most complex business problems
share the following characteristics, which represent the reasons why they’re so
challenging to solve:

* The number of possible solutions is so large that it precludes a complete
search for the best answer

* Real-world business problems are set in dynamic environments

* There are many (possibly conflicting) objectives

* The problem is heavily constrained
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Of course, the above list can be extended to include many other characteristics,
such as incomplete information (e.g. the necessary data wasn’t recorded), noisy
data (e.g. the data contain estimates and rounded figures) and uncertainty
(e.g. the data arent reliable). However, these four primary characteristics are
sufficient for our purposes, so let’s discuss each in turn.

The number of possible solutions is so large that it precludes
a complete search for the best answer

Let us assume we want to find the best solution to a problem with 100 decision
variables. To keep this example simple, let’s also assume that each of these
decision variables is binary (i.e. each decision variable can only take one of
two possible values, such as “yes” or “no”). Each possible combination of these
100 variables produces some result that can be evaluated and labeled with a
quality measure score, which is a numerical score that tells us how “good” or
“bad” each solution is (similar to a KPI' measure). Assume, for example, that
a sequence:

Yes” & yes” & no” & no” & no” & yes” & no” & ... & “yes”
produces a quality measure score of 79.8, whereas the sequence:
Yes” & no” & no” & yes” & ‘no” & yes” & no” & ... & ‘no”

produces a quality measure score of 91.5. The higher the quality measure score,
the better the solution, hence the latter solution is better than the former. Our
task is to find the combination of values for the 100 variables that produces the
highest possible quality measure score. In other words, we would like to find a
solution that cannot be improved.

Without any additional problem-specific knowledge, our approach might
be to evaluate all possible combinations. However, the number of possible
combinations is enormous. Although each variable can only take one of two
values (“yes” or “no”), the number of possible solutions grows at an exponential
rate: there are four combinations (2 x 2) for two variables, eight combina-
tions (2 x 2 x 2) for three variables, and so on. With 100 variables, there are
2x2x...x2(100 times) combinations—a number that corresponds to 10%°.
Evaluating all of these combinations is impossible. Even if we had a computer
capable of evaluating 1,000 combinations per second, and we began using this
computer one billion years ago, we would have evaluated less than 1% of the
possible solutions by today!

1 KPI stands for Key Performance Indicator; it gives a measurable value that demonstrates
how effectively a company is achieving key business objectives.
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If we revisit the traveling salesman problem introduced in Chapter 1—
where traveling the shortest possible distance, the salesman must visit every
city in his territory (exactly once) and then return home?>—recall that with
seven cities, the problem has 360 possible solutions,® making it relatively easy
to solve:

O (3)
oA
O SR O Nx

By adding a few more cities, however, the number of possible solutions grows

exponentially. To see the maddening growth of these solutions, consider the
following:

* A 10-city problem has 181,440 possible solutions

* A 20-city problem has about 10'® possible solutions (1 followed by
16 zeros: 10,000,000,000,000,000 possible solutions)

* A 50-city problem has about 10 possible solutions.

By comparison, our planet holds approximately 10%!' liters of water, so a
50-city problem has more solutions than the number of litres of water on our
whole planet! The number of possible solutions to a 100-city problem exceeds
by many orders of magnitude the estimated number of atoms in the whole
Universe! These numbers are so large they’re difhicult for us to even conceive of
mentally, while most real-world business problems are far more complex than
this (in terms of the number of possible solutions). They’re defined by a much
larger number of variables, and these variables usually take on more values
than just “yes” or “no.” In such cases, the number of possible solutions is truly
astronomical!

2 Some closely related problems require slightly different criteria, such as finding a tour of
the cities that yields the minimum travel time, minimum fuel cost, or a number of other
possibilities, but the underlying principle is the same.

3 For simplicity, we'll assume that the problem is symmetric (i.e. the distance between
cities A and B is the same as the distance between B and C). Note also, that solution
1-2-3-4-5-6—7 is the same as solution 3—4—5-6—7—1-2, as both these solutions have a
different starting city but represent the same cycle.
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So, how can we find optimal solutions to such problems? An exhaustive
search that relies on computing power is clearly not the answer, as the number
of possible routes, fraud rules, or transportation plans might be so large that
examining all possibilities—with even the fastest supercomputers—would
take many centuries at best. In the following chapters, we'll explore a real-
world business problem where the number of possible solutions is much larger
than the numbers presented here and show how such problems can be solved
using Artificial Intelligence methods.

The problem exists in a dynamic environment

Business managers know that real world problems aren’t static, and yet they
take static snapshots of the problems they’re trying to solve. Such snapshots
represent a good starting point for analyzing and understanding a problem,
but on their own, they paint a false picture. Because real-world problems are
set in dynamic, time-changing environments, we must address the time factor
explicitly. To illustrate this point, let’s consider a real-world version of the
traveling salesman problem with delivery trucks. If the problem is carefully
analyzed and a set of delivery routes found, the quality of these routes will be
affected by many factors, such as rush-hour and weekend traffic, weather and
road conditions, and so forth, as well as random events, such as labor strikes or
accidents. Because the problem is influenced by so many external factors, any
solution to a static snapshot of this problem might prove inadequate.

We can take another example from sales operations, where significant effort
is taken each year to optimize a sales rep’s territory and determine the optimum
number of visits that each customer should receive within each call cycle. This
static approach to the problem is bound to result in the under- and over-
servicing of customers during the course of a year, because some customers
will change in volume and importance, but the static solution won't consider
these changes. Hence, as time passes, the static solution will deteriorate in
quality (becoming more sub-optimal) to the point where sales resources could
have been put to far better use by pursuing new opportunities or proactively
managing customer churn.

This dynamic environment factor becomes even more prevalent in manu-
facturing and distributed supply chains, where static plans and schedules may
face steep deterioration in performance when exposed to dynamic variables
such as process variability, equipment failure, weather events, and demand
spikes, versus more “robust” and “forgiving” plans, which are more tolerant of
unexpected events, changes, and modifications.

There are some additional issues related to dynamic environments that are
worth noting. Imagine that we are considering two solutions, A or B:
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Quality

measure A

. 1

»

»
»

A B Solutions

Which of these two solutions should we select? Well, the question seems
trivial: Because solution B has a higher quality measure score, solution B is
better than solution A. Although this statement is true—solution B is better
than solution A—the answer might not be that straightforward. It may be the
case that solution A “sits” on a relatively flat peak, whereas solution B “sits” on
a very narrow peak:

Quality

measure 4
score

»
>

A B Solutions

We can interpret the above graph as follows: Although Solution B is better than
solution A (there is no doubt about that), it is peak optimized—meaning that
nothing can go wrong for us to achieve the result (all our assumptions must pan
out, no exceptions!). Hence, if were forced to modify solution B in any way (due
to process variability, unexpected maintenance, demand spikes, or some other
reason), then the quality of Solution B will deteriorate very quickly. Solution A,
on the other hand, has a lower quality measure score to begin with, but achiev-
ing this result is far more likely because the solution can tolerate changes and
modifications without a sharp drop-off in quality. Given that solution A is less
risky than B, should we still select the “better” Solution B?
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There are many (possibly conflicting) objectives

It’s quite unusual for any real-world business problem to have only one objec-
tive. In fact, in recurring cost-cutting environments the go-to position always
seems to involve the conflicting request to “do more with less!” Complex
problems, especially where there’s a lot at stake, often involve a range of objec-
tives that could be working against one another. Such problems are called
multi-objective problems, as there is more than one objective to satisfy, and an
increase in the quality measure score for one objective might come at the cost
of another.

A simple example of this phenomenon exists in manufacturing, where com-
panies try to carry just enough inventory to satisfy future customer demand,
without carrying too much. By keeping inventory levels high, a manufacturer
can be sure to satisfy future customer demand along with any unexpected spike
in orders, but this approach can have significant working capital implications,
as well as potential obsolescence costs (especially in sectors such as food and
electronics, where inventory is either perishable or quickly becomes obsolete). By
keeping inventory levels low, on the other hand, the manufacturer can improve
its operational metrics (such as stock turns) and realize substantial savings in
working capital and obsolescence costs, but is likely to experience occasional
stock-outs and lost sales. Hence, there’s a trade-off between the competing objec-
tives of minimizing inventory costs and maximizing customer service levels.

In multi-objective problems, maximizing the performance of one objec-
tive (such as cost) is likely to come at the expense of other objectives (such
as safety, time, or service levels), thereby rendering the concept of a single
“best solution” no longer relevant. Instead of a single optimal solution, such
problems have many optimal solutions, with each solution performing better
or worse against the selected objectives, thereby leaving the decision-maker
with the complex task of evaluating these trade-offs.

The problem is heavily constrained

All real-world business problems have constraints of some sort, and for a
particular solution to be suitable for consideration, it should satisfy many
restrictions imposed by business rules, capacities, contractual obligations,
regulations, laws, and/or preferences.

For example, let’s consider the problem faced by Australian pharmaceu-
tical wholesalers, which distribute medicines that carry Community Service
Obligation requirements. Part of these service obligations require the supply of
a full set of medicines to pharmacies across Australia usually within 24 hours,
regardless of location and cost of supply! Now consider the number of con-
straints involved in coming up with a delivery plan:
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* The number of delivery vehicles and their location (e.g. more than one-
quarter of all Australian pharmacies are located more than 100 km from
the nearest capital city)

* The desired delivery time window of each pharmacy

* Orders needing to be delivered in less than 24 hours

* Certain medicines are temperature sensitive and require special storage
or specialized vehicles

It’s also important to note that some of these constraints are mandatory (referred
to as hard constraints, such as the number of delivery vehicles), while others
may be flexible (referred to as soft constraints, such as delivery time windows).

Pharmaceutical wholesalers employ teams of people to solve such problems
in a way that creates the best outcome for all parties—but what does “best”
mean? Well, in this case, it might mean a plan that satisfies all constraints and
has the lowest overall cost of implementation (i.e. a plan that is within the
total funding provided by the government and is able to meet the contractual
service levels). The challenge, however, is that sometimes finding even one plan
that satisfies // constraints can be quite difficult.

Decision-making process for complex business problems

Consistent, high-quality decisions in any industry can be traced back to the
effectiveness of the problem-to-decision workflow discussed earlier:

Problem > Data > Information > Knowledge > Evaluation > Decision

This workflow has traditionally been implemented in a manual way in most
organizations, through the use of human experts and analysts. For this reason,
the extent to which this workflow effectively bridges the gap between “knowl-
edge” and “good decisions” depends on the nature and complexity of the
problem, as well as the amount and quality of resources applied to the “evalu-
ation” step.

For simple problems with few possible solutions, no conflicting objectives,
and minimal constraints, the evaluation step can be managed through manual
methods. However, as the number of possible solutions grows, as the influence
of dynamic variables increases, as multiple (competing) objectives are intro-
duced, and as more and more constraints and business rules are applied, the
problem grows exponentially in complexity and the evaluation step becomes
more difficult—perhaps even impossible—to undertake through manual
efforts alone. As an example, if a complex problem has millions of possible
solutions, with many trade-offs among objectives, the time it would take to
find and evaluate all these solutions would be prohibitive (i.e. centuries).
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This means that the more complex the problem (i.e. the greater the number
of possible solutions, dynamic variables, conflicting objectives, and con-
straints), the more difficult the evaluation step, and throwing more resources
at the problem is unlikely to improve the decision for the simple reason that
it’s difficult just to identify all possible solutions, to say nothing of evaluating
them in detail. This puts a ceiling on the complexity of problems that an orga-
nization can effectively address through manual efforts, and raises the question
of whether we can automate the problem-to-decision workflow for recurring
decisions? And if so, how?

To answer these questions, let’s look at the various levels of sophistication
(and related approaches) that are available to any organization when it comes to
decision making, and then discuss the role that Artificial Intelligence can play.

2.2 The Problem-to-Decision Pyramid

The diagram below represents the continuum that exists in terms of an orga-
nization’s ability to improve its decision making. The best way to understand
this diagram is through an analogy of climbing a pyramid, where the higher
we climb, the further we can see. Using this analogy, each layer represents a
step in the quest for improved decision making, so the higher we go, the better
our decisions.

Optimization

A

Prediction

Knowledge

A
A

Problem

The problem layer is the foundation of the pyramid and represents the specific
business problem we’re trying to solve. No matter how big or small the
problem, this represents the first step in the decision-making workflow, and in
many ways, the most important, because we can’t climb the pyramid without
first identifying and understanding the business problem. For example, we
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can’t collect the necessary data (the next layer of the pyramid) without first
defining the problem.

Data

The second step in our pyramid involves the collection and storage of data

pertaining to the problem we're solving:

A

Optimization

Knowledge

Problem

The word data means “known facts.” As a general concept, it refers to the
situation where some existing facts (whether qualitative or quantitative) are
represented or coded in a form suitable for usage or processing. Data are col-
lected in the form of bits, numbers, symbols, and objects, and a typical piece
of data consists of a pair (attribute, value), such as “color, red.” Data can be
pre-processed, cleaned, arranged into structures, stripped of redundancy, and
organized or aggregated to provide

. . e WELCOME TO XYZ CONVENIENCE
information, which is the next layer of

. THE BEST VALUE INTOWN
the pyramid. MELBOURNE, VIC

.. PH: +61 39863 6115
To have a better appreciation of !
what data looks like, let’s have a look at e

the different attributes and valuesinthe | e
C/C ICE CREAM CONT. 2L.

receipt below, where the “$” sign stands 1@ 5650 $6.50
for the attribute “sales price,” and “L” BALANCE DUE $6.50
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Recent years have seen a growing obsession with data: collecting it, mastering
it, reporting on it, and in some cases, even valuing it like a financial asset. That
is understandable: after all, data is the first step in the problem-to-decision
workflow. However, many organizations—usually well-funded and well-
resourced enterprises—have been collecting and storing large volumes of data
for years on the premise that “if we collect good data, then good decisions will
follow,” only to discover that the connection between data and decision making
isn’t automatic because of the other steps in the problem-to-decision workflow.
Hence, we must make a distinction between “good data” (second layer of the
pyramid) and “good decisions” (top of the pyramid), and a further distinction
between “good” and “bad” data—after all, what is good data anyway? There
is some temptation to answer this question in terms of the state of the data
(i.e. quantity, quality, timeliness, structure, etc.), but in the context of improv-
ing business decisions, “good” refers to any data that assists us in diagnosing,
explaining, and assessing the problem we’re trying to solve.

From this perspective, we should look beyond the boundaries of the orga-
nization and consider external data as well, such as demographics, weather,
point-of-sale transactions, competitor pricing, government approvals and
licenses, and so on. As an example, census data can be used to understand the
demographical characteristics of customer groups across various geographic
areas, which in turn can be used to better understand why certain product
promotions are more effective in some areas than others.

Information

The next layer of the pyramid, information, includes facts and relationships

that have been perceived, discovered, or learned from the data.

A

Optimization

Knowledge

Problem
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The information layer of the pyramid leverages reporting and data visual-
ization techniques to graphically represent data, with the output being reports,
charts, graphs, statistical tables, and more. As an example, the supermarket
receipt above contains data on ice-cream sales, which the manufacturer could
aggregate into an informational report to better understand sales performance
in a specific region (in this case, Victoria):

TOT_SALES_DAY

DAY_OF_QUARTER PROD_CAT SKU_CODE SKU_SIZE REGION

(Units)
1 IC_CTN 5290CXAS89 2L Container VIC 1,550
2 IC_CTN 5290CXA89 2L Container VIC 2570
3 IC_CIN 5290CXAS89 2L Container VIC 7080
4 IC_CTN 5290CXAS89 2L Container VIC 1,530
5 IC_CIN 5290CXAS89 2L Container VIC 3.090
6 IC_CTN 5290CXA89 2L Container VIC 3,520
7 IC_CTN 5290CXAS89 2L Container VIC 6,550
8 IC_CTN 5290CXA89 2L Container VIC 3,220
9 IC_CTN 5290CXAS89 2L Container VIC 11,050
10 IC_CTN 5290CXAS89 2L Container VIC 3,570
11 IC_CTIN 5290CXAS89 2L Container VIC 4,080
12 IC_CTN 5290CXAS89 2L Container VIC 6.020

The same information can also be visualized in a chart:

Ice-cream sales (2L Cont. VIC / SKU - 5290CXA89)
e Day (nbr) within Quarter e Sales (Units)
45,000
40,000
35,000
30,000
25,000
20,000

ujg /\/\/\/\/\j /X \w/\/\/\/—

9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 4
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Effective outputs of this layer of the pyramid can communicate complex
information clearly and efliciently, making it easier for humans to understand
trends, outliers, and patterns. While a critical step in the problem-to-decision
workflow, this layer of the pyramid represents the most basic level of analytics
and is usually referred to as descriptive analytics. When done well, it might
suffice as a decision support tool for smaller-scale, simpler problems, but
would be inadequate for business problems of greater scale and complexity, as
discussed above.

Knowledge

If the information layer of the pyramid tells us what happened, then the knowl-
edge layer tells us why it happened. This layer of the pyramid builds on the
outputs from the previous layers to provide a deeper understanding of both
the data and the problem we're trying to solve. Unsurprisingly, many refer to

Optimization

this layer as diagnostic analytics:

Problem

The goal of the knowledge layer is to develop a good understanding of what
happened in the past, the factors (i.e. variables) that contributed, relation-
ships between those factors (i.e. correlations), and possibly the extent to which
any single variable contributed to the result more than any other (dominant
variable). In the ice-cream sales example above, the chart shows us what
happened (i.e. information on how many units were sold), but in the know/-
edge layer of the pyramid, we would like to understand why it happened by
establishing a correlation between consumer demand for ice-cream and other
variables, such as changes in price or temperature. This knowledge could then
be communicated in a number of ways, such as the chart below, plotting
sales units alongside changes in temperature:
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Ice-cream sales vs. Temperature (2L Cont. VIC / SKU - 5290CXA89)

DAY_OF_QUARTER  e=====Sales (Units) Temp (Celsius)

45,000 50
40,000 45
35,000 40
30,000 35
25,000 30
25

20,000 20
15,000 15
10,000 10
5,000 /\/'\/\_/\/\ 5
0 0

1 3 s f 9 1) 13 15 14 19 21 23 25 27 29 31 33 35 37 39 41 43 45

To expand our knowledge, we may want to explore if rainfall has any further
effect on consumer demand, and create a complete graph exploring the
movement of sales alongside changes in local temperature and rainfall:

Ice-cream sales vs. Rainfall (2L Cont. VIC / SKU - 5290CXA89)

DAY_OF_QUARTER === Sa|es (Units) Temp (Celsius) === PRainfall
45,000 50

40,000 45
35,000 40
30,000 35
30

25,000
25

20,000
20
15,000 s
10,000 10

5,000

1 9 11 13 15 17 7 29 31 33 35 37 39 41 43 45

This process can then be repeated, where we search for possible relationships
and correlations to other variables, such as competitor pricing or promotional
activity, among others.

Prediction

The next layer of the pyramid deals with answering the question: Whaz
will happen next? So if the information layer tells us what happened and the
knowledge layer tells us why it happened, then the prediction layer tells us
what might happen in the future (with some probability) and is often referred
to, unsurprisingly, as predictive analytics. Hence, in the problem-to-decision
workflow:

Problem > Data > Information > Knowledge > Evaluation > Decision
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the evaluation step is now expanded to include prediction and optimization,
which are essential for identifying possible solutions, predicting their outcome,

and assisting in their evaluation.

A

Optimization
Knowledge

Problem

A key feature of the prediction layer of the pyramid is the ability to predict
outcomes for various scenarios that can be interpreted as “what-if” questions.
For example, the question might be: Whar is the impact on customer services

levels, if one of the following happens (the “what” and the “if”):

* If we buy three additional delivery trucks?

* If we change the overnight location of the delivery trucks?
* If we build another distribution center in Victoria?

* If we have to service 10% more customers?

e If we have to carry 5% more products?

Continuing with the ice-cream sales example from above, let’s say the manu-
facturer is preparing to launch a new product in Australia and needs to identify
a territory that meets a specific set of qualification criteria for the launch. For
example, the area must have a high volume of existing ice-cream sales, an
older and affluent demographic, and a minimum number of retail outlets.
To further complicate the search for the right territory, the new product must
meet a specific sales target for the month of its launch, and given the size of
Australia and the timing, weather is likely to play a role (as well as the adver-
tising budget).

To make a decision for the launch, the manufacturer would need to consider
several scenarios (i.e. what-if questions) to find the best territory. Each what-if
question, (e.g. What will sales be if the new product is launched in Victoria during
the month of April?) requires a few core elements, which together constitute a
single scenario:
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*  Data for each territory: The number (and characteristics) of retail outlets,
seasonal weather patterns, demographics of each catchment area, his-
torical sales volumes for relevant products, field sales staff and territory
structures, as well as other pieces of data that might affect the predicted
outcome (in this case, sales of the new product).

»  Constraints that define a possible solution: These could be: (1) the
minimum sales target that must be achieved for the new product; (2) that
sales of the new product must not cannibalize sales of existing products;
(3) the characteristics of the selected territory must be representative
of the broader target market (e.g. high volume of ice-cream sales for
specific product ranges and an older and more affluent consumer base);
and so on.

*  Objective: The specific metric for which we are predicting the outcome,
in this case, finding the territory and month that satisfies the qualifica-
tion criteria and generates the highest sales for the new product.

While this layer of the pyramid can enable quite sophisticated capabilities
(i.e. predicting outcomes), we are still faced with a substantial limitation.
Recall that in complex business problems, there is an extremely high number
of possible solutions (i.e. scenarios to investigate), and more often than not,
we are working with multiple objectives simultaneously. Given the complexity
of such an iterative what-if planning process, we'll only have time to create and
evaluate a limited number of scenarios. Consequently, the chances of finding
the best solution are rather slim. Which raises the question: If we had time to
create and evaluate millions of scenarios, could we find better a solution—one
that satisfies all problem-specific constraints and has an overall higher level
of predicted sales? The answer is yes, which moves us to the next layer of the
pyramid, optimization.

Optimization

If the prediction layer tries to answer the question of what will happen in the
future for any given scenario, then the optimization layer tries to identify the
scenario that provides the “best” outcome while satisfying all constraints and
business rules—in other words, the best solution to the problem we're trying
to solve.
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A

Knowledge

Problem

If we go back to the ice-cream sales example, the manufacturer might want
to grow market share through the use of promotions. But to make the best
possible decision around what promotion to use for what product in what
territory (and when), the manufacturer would need to evaluate a huge number
of possibilities (scenarios), with each scenario being a promotional plan that
can be executed in the marketplace. Given the astronomical number of such
scenarios, where each one represents a unique promotional plan that requires
evaluation, this workflow is quite intricate and involved, especially that it
needs to take into account all key variables, such as:

*  Products: Do certain products respond better to promotions than others?

*  Promotion type: What type of promotion (e.g. individual discounts, two-
for-one offers, multi-buy discounts) should be applied to each product?

*  When: What day? week? month?

*  Where: What territories? retail chains? stores?

*  Duration: Weekend only? entire week? two weeks?

*  Regularity: Will the promotion be one-off? or repetitive? If repetitive,
what should be the gap, if any, between promotions (e.g. 2 weeks on
followed by 2 weeks off)?

Aside from all the possible combinations of different values of the above
variables, the manufacturer must also consider various business rules and con-
straints. As a simple example, some retailers might impose restrictions on the
frequency/regularity of promotions for a given product, while others might
restrict the entire ice-cream category to only a few types of promotions.

To complicate matters further, the “best” solution might need to consider
multiple objectives and their trade-offs. To grow market share, the manufac-
turer will need to maximize sales volume, but this objective competes against
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another major objective: margin and profitability—meaning that sales volume
can be maximized by increasing the promotional discount, but such discounts
drive down the manufacturer’s margin (and perhaps overall profitability). On
top of this, the retailer’s margin needs to be considered, because the proposed
promotion will be rejected if it doesn't achieve the retailer’s margin and profit
objectives, which in turn trade-off against the manufacturer’s margin and profit
objectives (and so on). These are only a few examples of conflicting objectives,
where improvements on one objective come at the expense of another.

Once multiple solutions are created, evaluating the quality of each promo-
tional plan becomes a complicated task, as it requires predicting the outcome
of each plan while considering the impact from other variables (e.g. Does this
promotional plan decrease the sales volume of other products? And if so, by how
much?), as well as determining if any constraints or business rules have been
violated (which might mean that a particular plan isn’t a possible solution after
all). Once the predicted sales volume for several promotional plans has been
generated, the corresponding plans can be plotted on a graph to visualize their
performance and investigate trade-offs:

Gross
Margin (%) 4

»

series of “optimum solutions
A f “opt lutions”
(anywhere on curve)

»
>

Volume (in units)

The above curve is termed a Pareto front, which takes its name from the
famous Italian economist. A solution is Pareto optimal if it's impossible to
improve any of the objectives without decreasing at least one other objective—
therefore, all solutions on the Pareto front are Pareto optimal, and any solution
that’s not on the curve isnt optimal. In this case, the manufacturer is provided
with a set of Pareto optimal promotional plans that show the trade-off between
gross margin and unit volume.

Complex business problems like this are not well-suited for manual and
spreadsheet-centric approaches for a few reasons: first, given the complexity
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of evaluating each scenario, manual methods can lead to biased, error-prone,
and inaccurate predictions, as theyre often based on gut feel and intuition.
Second, it’s impossible to manually create an extensive set of scenarios that
cover a large number of possible combinations of key variable values, as
decision-making timeframes don't allow for that. Without a sophisticated tool
or system, creating these scenarios, evaluating them, and then analyzing the
various trade-offs becomes an impossible task.

To see optimization in “action,” and learn more about multi-objective opti-
mization, we encourage you to watch the supplementary video for this chapter
at: www.Complexica.com/RiseofAl/Chapter2.

Decision

Climbing past optimization brings us to the decision layer, which is the capstone
of the problem-to-decision pyramid.

Optimization

Knowledge

The decision layer represents the actual data-driven, optimized decision that

is made, and which is enabled through the capabilities at each layer of the
pyramid. In the ice-cream sales example, where the manufacturer wanted to
grow market share through the use of promotions, the final decision would
take the form of an optimized promotional plan. All KPIs, constraints,
business rules, and trade-offs would have to be taken into account, and a
handful of solutions (i.e. possible promotional plans) would be presented on
a trade-off graph, so that the manufacturer can make a well-informed decision.
The final plan that’s selected and implemented would combine the right mix
of products, types of promotions, and timeframes to deliver results against
the conflicting objectives of maximizing gross margin and unit volume. Also,
once the manufacturer’s decision has been implemented and the results are
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known, the outcome needs to be fed back into the decision-making workflow
so that the manufacturer can make even better decisions in the future (in effect
“learning” from the outcome of previous decisions).

This problem-to-decision pyramid presents a compelling climb for most
organizations, and it’s easy to understand why. After all, being able to consis-
tently make data-driven, optimized decisions can unlock significant value in
most organizations, as discussed in Chapter 1.4. On the flipside, not making
the climb—or attempting the climb with a labor-intensive and spreadsheet-
centric approach—is likely to facilitate poor decisions that destroy value and
allow competitors to gain an advantage. With that in mind, let’s now explore
the benefits that Artificial Intelligence methods can bring to the problem-to-
decision pyramid.

2.3 Al for Bridging the Gap between Past & Future

Organizations wishing to climb and progress through this problem-to-decision
pyramid must realize that a gap exists in the climb, requiring a step-change in
capability to bridge and enable further progress. The reason for this gap is
because the lower layers in the pyramid deal with the past (reporting on it,
explaining why certain things happened), while the top layers deal with the
future (predicting it, finding optimized solutions).

Optimization

Prediction

Knowledge

4
A
Al

Problem

Bridging this gap between the past and future isnt straightforward, because
the sophistication required for predicting the future and optimizing decisions
is far greater than that of reporting on the past. One example of this difference
lies in the fact that past patterns might not continue into the future, which
isn’t something we need to worry about if we're only reporting on the past,
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but something we need to deeply consider when trying to predict the future
(requiring a greater level of sophistication). For this reason, organizations that
have climbed to higher levels of the pyramid usually make better decisions
than organizations that haven'.

When it comes to making predictions and recommending an optimized
course of action, there are many tools and enterprise software applications
available that can help organizations reach the top of the pyramid, and which
are usually based on some sort of Artificial Intelligence method. The point
is that as an organization climbs up the pyramid, the sophistication of the
required tools and technologies also increases, with Artificial Intelligence
having the most applicability and delivering the most value within the predic-
tion and optimization layers of the pyramid, mainly because that’s where the
greatest complexity resides.

Optimization

Prediction

‘ Knowledge
Problem

Keeping this in mind, we can use various Artificial Intelligence methods
to develop a system capable of recommending optimized decisions, as well
as learning from previous actions and decisions. Building such a Decision
Optimization System involves three fundamental steps:

1. Building a predictive model
2. Building an optimization model

3. Incorporating adaptability (feedback loop)

These steps are briefly discussed below, and then again in Part II of this book,
which explores these subjects in far more technical detail.



48 The Rise of Artificial Intelligence ...

Building a predictive model

The first step in bridging the gap between past and future is developing a cap-
ability to predict what will happen next. To enable such a capability, we first
need to identify the relationships and patterns among the various variables in
the data, and then use our understanding of these relationships and patterns to
build and train a model (or set of models) capable of predicting some outcome.
This process is explained in greater technical detail in Chapter 5, but for now,
it's only important to understand that the accuracy of the prediction is directly
related to the quality and granularity of the underlying model. If the model
has too many vague assumptions and approximations, the prediction may be
meaningless, or worse.

For these reasons and others, creating such models requires an iterative,
flexible, and cyclical approach, involving a set of tasks, usually referred to as
a Data Science Methodology. One of the most widely used methodologies, the
CRISP-DM's methodology (Cross-Industry Standard Process for Data Mining)

includes the following steps:

* Business understanding
* Data understanding

* Data preparation

*  Modeling

*  Modeling evaluation

*  Modeling deployment

Building an optimization model

The next step is to build an optimization model (covered in more detail in

Chapter 6), which requires us to define:

»  Variables and their domains: For example, a variable in a promotional
plan might be the type of promotion (e.g. in-store, catalogue, etc.), and
its domain would be the set of possible values: (10% off, 20% off, 25%
off, etc.).

»  Constraints and business rules that define a feasible solution: For example,
the min/max frequency (of promotion for a particular product).

*  Objective: For example, the total volume sold.

Clearly, there are additional details that need to be specified—these include cate-
gorization of constraints/business rules into soft and hard (Chapter 3 provides
a more detailed discussion on this topic), possible penalties for violation of
soft constraints, the relative importance of different KPIs, among others.
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It’s also important to note that the optimization model will work closely with
the predictive model in the following way:

* ‘The optimization model will automatically generate many possible
(future) scenarios.

* The predictive model will evaluate each scenario generated by the opti-
mization model against a single or multiple objectives and constraints,
and generate a predicted outcome that is sent back to the optimization
model for further action.

This approach allows the two models to “talk” to one another, and find possible
solutions that satisfy all problem-specific constraints and business rules. The
building, training, and deployment of such models is a significant technical
undertaking that involves a great deal of technical expertise from Al scientists
that specialize in various algorithmic methods.

And lastly, to fully bridge the gap between the past and future, these two
models need to be augmented by the third step: the introduction of adaptabil-
ity. Recall that complex business problems exist in dynamic environments and
yet the predictive model is based on a static snapshot of historical data!

Incorporating adaptability (feedback loop)

The third step leverages the arrival of new data and feedback on current per-
formance so that the models can learn from the outcome of past decisions,
in order to make more accurate predictions and recommend better decisions
in the future. More specifically, the models need a mechanism for “knowing”
what actually happened (versus what was predicted to happen), and for
updating themselves accordingly by taking these “actuals” into account when
making future predictions or recommendations.

1

Optimization
—_— <=

Prediction

Knowledge




50 The Rise of Artificial Intelligence ...

This feedback loop is a critical component of any Decision Optimization
System and essential for ongoing optimized decision making in any dynamic
environment. If the underlying models remain static, the system would lose
accuracy and relevance, and eventually grow obsolete—in some cases, very
quickly. By incorporating a mechanism for self-learning, the system can
monitor outcome data and calculate the variance between predicted and actual
values. When they vary beyond specific thresholds, it will trigger the system’s
adaptive algorithms to update the underlying models (automatic self-tuning—
for example, by creating new (emerging) rules. Chapter 7 explains how this

works.

Recommending the best decision

Once the underlying models have been trained and deployed, and the feedback
loop enabled, the Decision Optimization System is ready to automate the
problem-to-decision workflow and provide optimized recommendations.

Optimization
T,

Knowledge

As discussed earlier, business problems grow in complexity as the number of

possible solutions grows, as the influence of dynamic variables increases, as
multiple (competing) objectives are introduced, and as more and more con-
straintsand business rules are applied. And as these problems grow in complexity
and the evaluation step becomes more difficult (and sometimes impossible),
they become increasingly difficult to address through manual efforts. Hence,
the benefit an organization can gain through a Decision Optimization System
based on Artificial Intelligence methods lies in faster, and consistently higher-
quality decisions, which will impact key metrics such as margin, sales growth,

market share, production costs, and more.
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To explain how Artificial Intelligence and Decision Optimization Systems
work on real-world problems, we'll delve into a well-known and highly
complex business problem in the next chapter, which involves manufacturers
and retailers and how they struggle to maximize revenue, margin, and growth.
Also, for more information about the problem-to-decision pyramid, along
with examples of Al-based systems for prediction and optimization, please visit
the supplementary video for Chapter 2 at: www.Complexica.com/RiseofAl/

Chapter2.
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313-16, 320-321, 442-5
cross-validation, 185-6
customer churn, 300-9
customer lifetime value, 299, 301, 442

customer segmentation, see segmentation

D
data, 85-116
- availability, 6, 60, 101-4, 348, 455
- cleaning, 92, 104-6, 119, 434
- discretization, 96
- good, 37
- mapping, 60-1
- missing, 60, 86, 89-91, 103-4
- normalization, 97
- preparation, 48, 69, 91-106
- quality, 37, 60, 86, 92, 454-7
- reduction, 94-6
- visualization, 98-101
data mining, 48,91, 98, 119-122,
134-5, 151, 155
data science, 27, 48, 91, 119
Decision Cloud®, vii, 296-7
Decision Optimization System, 47,
50-1, 72, 83, 182, 250, 252, 260-2,
273-9, 289-91
decision table, 120, 129-30
decision tree, 130-3, 135-40
decoder, 242, 280, 399, 401
Deep Blue, 269
defuzzifier, 147-8, 154-5
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demand forecasting, 383-92

descriptive analytics, 39

diagnostic analytics, 39

DIFOT, 253, 392, 395, 398, 404, 442

digital sales, 316-21

digitalization, 7, 13, 371, 381, 454,
457-9

digitization, 7

discount elasticity, 64, 68, 118, 178-9

distance methods, 120, 127-9

distribution optimization, 404-26

dynamic environment, 27-8, 31-2,
49-50, 74, 261, 264, 278,

dynamic penalties, 240-1, 280

dynamic pricing, see pricing

dynamic variable, 34-5, 50

E
Elasticity, see price elasticity
ELIZA, 17
end-user engagement, see change
management
error
- prediction, 94, 121-5, 129, 137,
141-2, 155-6, 170, 176, 181-6,
266, 273-7, 286-90, 375
- false positive, 184, 266, 270
- false negative, 184, 266, 270
- least mean square (LMS), 167-8
Euclidean distance, 128
evaluation function, 141-2, 146, 190-1,
193-7, 204-8, 221, 228-9, 236-7,
240-1
evolutionary algorithm (EA), 76-9,
229-36
- crossover, 141-6, 230-6, 284-5,
421
- mutation, 141-6, 230-6, 281,
284-5, 421
- offspring, 140, 144-6, 230-6,
242-3, 285
- parent, 144-6, 230-6, 243
- population, 140-2, 146, 230-6,
241, 243-6, 249, 281, 284-5,
380, 391
evolutionary programming (EP), 230
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evolution strategy (ES), 230

executive sponsorship, see change
management

explainability, see model

exponential smoothing, 124-5, 276-7

F
false negative, see error
false positive, see error
fast-moving consumer goods (FMCG),
52,55, 66
feasible solution, 48, 55, 58-9, 191,
194-6, 203-208, 213-16, 236-7,
241-3, 245, 248-51, 280, 328, 361,
399-402
feature selection, see variable selection
feedback loop, 47, 49-50, 75, 83, 119,
178, 263-6, 269-70, 273-9, 284,
286-7, 290-1
forecasting model, 107, 124, 182,
383-7
four travelers and the bridge, 192-6
fuzzifier, 147-50
fuzzy logic, 147-8, 151, 155-6
fuzzy system, 6, 10, 83, 120, 147-56,
166, 277, 283, 313, 388
- crisp input and output numbers, 1438,
150, 152, 154-5
- membership function, 148-53, 155-6
- degree of membership, 148-50

G

games, 10, 76, 107, 269-70

genetic algorithm (GA), 6, 22, 272,
282

genetic programming (GP), vii, 120,
140-6, 230, 265

global optimization, see optimization

graphical user interface (GUI), 422

H
hard constraint, see constraint
hill Climbing, 83, 209-19, 221, 223-4,
227,229, 243
- iterated, 210, 216
- stochastic, 216-19, 221, 229

469

I

IBM Watson, 11

infeasible solution, 194-5, 213, 236-7,
241-2, 245, 251

inference system (engine), 134-5, 148,
1504

input dimensionality, 171

inventory optimization, 383-92

K
k nearest neighbor, 104, 128-29,
KPT alignment, see change management

L
Lamarckian evolution, 242
Larry, Digital Analyst®, 297, 305, 307,
344-5
layer, see artificial neural network
learning, 260-92
- association rule, 134, 263, 271-2
- classifier, 117, 263, 271
- collaborative, 271-2
- deep, 8, 12, 15, 161-2, 262-3,
269-70, 272
- feature, 263, 271-2
- federated, 263, 271-2
- machine, see Machine Learning
- meta, 263, 271
- rule-based, see rule-based system
- self-learning, vii, 50, 262, 295, 300,
304, 312, 318, 321, 325, 334, 343,
350, 360, 370, 375-6, 387, 397,
410, 414
- reinforcement, 263-4, 268-2
- supervised, 135, 167, 263-6, 270, 272
- unsupervised, 135, 263-4, 266-8,
270, 272, 305, 334
least mean square (LMS) error, see error
Lin-Kernighan algorithm, 23
linear model, see model
linear programming, 83, 190, 202
linear regression, 97, 120-3, 131-2
local optimization, see optimization
logic methods, 120, 121-35
logistics, 404-26
lookup table, 112, 129, 184
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M
Machine Learning, 4, 12, 27, 68, 135,
140, 174, 262-5, 268-72, 277, 291,
303, 305, 311, 313, 319, 334-8, 450
macro-segmentation, 303
Mamdani fuzzy system, 147
margin leakage, 349
market coverage, 321-31
marketing, 339-81
- spend optimization, 356-63
membership function, see fuzzy systems
memory vector (long term), see tabu
search
memory vector (recency), see tabu search
micro-segmentation, 303, 338
model
- competitor’s behavior, 75-9
- ensemble, 138, 172-81, 277-8, 282,
287, 289-290, 319, 360, 374,
388-9, 414-15
- evaluation, 182-7
- explainability, 249-53, 307
- linear, 121
- optimization, 47-9, 204-5, 260, 271,
275, 286, 291, 305, 375, 398-9,
421-2
- overfit, see overfitting
- predictive, 47-9, 54, 61, 69, 83, 88,
94-5, 117-89, 200, 213, 250, 262,
271, 273-9, 288, 296, 308,
414-15
- underfit, see underfitting
- validation, 91, 94, 121, 185-6, 286,
438, 454, 463-5
- verification, 91
modeling considerations, 86-92
modern heuristics, 190
Monte Carlo, see simulation
Moore’s Law, 8
moving average, 68, 94, 124-5, 276
multi-objective, see optimization
mutation, see evolutionary algorithm

N
Natural Language Processing (NLP), see
Artificial Intelligence
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neighborhood, see optimization
neural network

- artificial (ANN), see artificial neural

network

- biological, 157-60

- convolutional, 161

- feed forward, 160

- generative adversarial, 161

- long short-term memory, 161

- recurrent, 160-1
neuron, 8, 19-20, 156-9, 162
node, see artificial neural network
nonlinearity, 107, 160

(0]
objective, 28-9, 33-5, 42-5, 48-50, 53-4,
72-4,76-7,190-1, 197, 199, 204,
206-7, 212-13, 228-9, 237, 239,
242-3,247-9, 251-2, 257, 259, 261,
271, 279, 281, 295, 297, 300, 302-4,
310, 317, 322, 328, 331, 336, 342,
348, 358, 361, 368, 371, 380, 385,
395, 407, 423
offspring, see evolutionary algorithm
optimization,
- evaluation measure, see evaluation
function
- global, 207-9, 211-12, 253-9
- local, 207-11, 214-18, 223, 227,
236, 254-6
- model, see model
- multi-objective, 33, 45, 72-3, 243,
247-9, 380, 391
- neighborhood, 208-12, 214, 216,
218, 220-2, 224, 227, 230-1,
284
- promotional planning, 52-79, 93,
97,103, 115, 118-19, 125, 138,
142, 146, 150-1, 155, 170, 183,
203-7, 212, 224, 232, 236-7, 242,
245, 247, 251, 258, 260-1, 270,
279-83, 292, 339, 363- 81, 4306,
452, 456-7, 459
- sales channel, 327, 331-8, 443-5,
447
- territory, 321-31
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optimum
- global, 207-9, 211-12, 216, 223, 254-7
- local, 207-9, 211, 214-16, 236, 254-7
outlier, 98, 118
overfitting, 123, 140, 174, 183

P

parent, see evolutionary algorithm

Pareto optimal front, 44, 73, 248-9,
380, 390-1

payback, 440-50

perceptron, 159-60

planning horizon, 53-5, 58, 203, 280,
283-4

population, see evolutionary algorithm

prediction, 117-89

predictive model, see model

predictive analytics, 40, 117

price elasticity, 63-4, 178-9, 344, 350,
355, 375

pricing, 53, 59-61, 72, 78, 118-9, 142,
146, 150-1, 155, 165, 170, 300, 303,
310, 313, 316-19, 333, 339-56, 363,
367-9, 373, 381, 386, 389, 432-3, 452

problem-to-decision, vi-viii, 28, 34-5,
37, 39-40, 45-6, 50-2, 59-75, 83, 85,
106, 117, 273, 295, 300, 307, 325,
340, 432

promotion, 43-4, 48, 52-8, 64-71, 74,
77-8, 93, 97, 101, 119-22, 128-38,
165-8, 181-5, 203-7, 213-14, 234,
237-8, 241, 245, 250-1, 260, 280,
296, 339-40, 364-70, 373, 375,
377-81, 456-8

promotional planning, 53-79

proof of concept, 435-38

- analytics, 435
- software, 436
pull forward effect, 65, 68, 118-19

Q
quality measure score, 29, 32-3, 146,

190-1, 194, 196, 207, 209, 213-18,
220-3, 227-33, 235, 237, 239-40,
245, 250-2, 255, 282

quoting optimization, 309-16
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R
random forest, 120, 135-40
regression

- linear, 97, 120-2, 131-2

- non-linear, 123

- problem, 117-18, 120, 128-9, 177
requirements validation, 454, 463-5
retail chain, 43, 53, 55
return on investment (ROI), 356-63,

431, 433, 436, 438-50

Robotics, see Artificial Intelligence
rule-based system, 134-5, 182, 271-2

S
Sales, 299-338
- channel, see optimization
- digital, 443-7
- structure, 321-31
sampling, 96, 108, 137, 174, 187, 211
search space, 141, 190-1, 194-6, 203-4,
207-12, 215-16, 223-7, 230, 2306,
240, 246-51, 280-5
segmentation, 303, 305, 311, 313, 319,
331-8
share of wallet, 25, 299-309, 312, 316,
322, 340-7, 350, 355, 441-2
sigmoid, see artificial neural network
simulated annealing, 141, 190, 219-24,
229-30, 237, 241, 243, 280-4, 334,
378, 380, 401
- temperature, 219-23
simulation, 103, 107-16, 120, 435, 438,
456
- agent-based, 113-16, 120, 122, 326,
329, 334, 374
- Monte Carlo, 107-13, 120
Siri, 5, 11, 17-18
slotting board, 55-9, 71, 203, 212-13,
225,229, 242, 258, 365, 367, 371-2,
374, 379, 459
soft constraint, see constraint
sponsorship, 356
- executive, 439, 453
squashing function, see artificial neural
network
stacking, 174, 176, 178
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statistical methods, 97, 120-7
stratification, 185-6
swarm intelligence (SI), 246

T
tabu search, 190, 223-30, 237, 243,
280-1
- long term memory, 227-8
- recency memory, 227-8
technology partner, 431, 438, 450-3
- science, 450-1
- software, 451
- domain knowledge, 451-2
territory optimization, see optimization
time
- dependency, 98
- horizon, 53, 98, 227-8
- series, 97, 104, 117-18, 120, 124-7,
172, 179-81, 187, 278, 374
time-changing environment, 31, 96, 451
trade promotion optimization (TPO),
52-79, 363-81
tournament selection, 233, 235
traveling salesman problem (TSP), 22,
24, 30-1, 191, 405
Turing test, 9, 17
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U

underfitting, 123

up-sell, 302-4, 310, 313-14, 316, 319,
442

A%
validation, see model
variable, 29-30, 39-40, 43-5, 48, 54, 58,
68, 74, 86, 88-98
- binary or Boolean, 93
- composition, 94
- numerical, 92-3
- nominal, 92-3
- selection, 94-5
- synthetic, 94
- transformation, 92-3
verification, see model
volume effect, 408-9
voting, 96, 128-9, 172, 174-5, 277-8,
350

w

wallet share, see share of wallet



